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Abstract—Over the past decades, aggressive voltage scaling
combined with increased power demands has placed stringent
requirements on on-chip power quality. Unwanted voltage fluc-
tuations and droops may cause a variety of issues, ranging
from glitch power to device malfunction. If revealed at the
later stages of the design process, mitigation techniques may
become unbearably costly in both time and money. A framework
for exploratory power delivery optimization is described to
enhance the power delivery network during early stages of the
design process in accordance with design specifications. The
power delivery design process is converted into a constrained
minimization problem, consisting of design metrics combined
into objective and constraint functions. The framework supports
the optimization of the power network characteristics while
considering external, non-electrical design specifications, such
as cost and area, providing a comprehensive network analysis
capability. In one case study, a 15% reduction in decoupling
capacitor placement along with a 38.6% reduction in power
consumption is achieved while satisfying performance and power
quality constraints.

I. INTRODUCTION

The power delivery network plays a crucial role in system
performance. With a conventional design flow, the power
delivery characteristics are monitored throughout the system
development process, ensuring that the parameters satisfy the
required specifications. The discovery and mitigation of power
delivery issues at later stages of the design process may
however significantly hamper the product development flow,
as little flexibility exists to make effective changes in the
power network. The risk of compromising the IC design flow
highlights the importance of exploration during early stages
of the design process, before important parameters, such as
the technology node or power network architecture, are fixed,
while reducing the number of design iterations.

The large number of design parameters is an important issue
in modern IC design flows. Due to an arbitrarily large num-
ber of parameters, an overconstrained system may develop,
resulting in suboptimal system performance. Furthermore, a
conventional design flow does not incorporate cost – an
important design metric. This approach may deviate from the
optimal parameters, leading to either a more expensive system
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with unnecessarily good performance or a system that does not
satisfy the target design objectives.

A large amount of work had been described in the literature
to improve the design of on-chip power networks. Optimiza-
tion of IC power regulation is an extensively researched topic.
In [1], for example, the authors propose two methods for
optimizing DC-to-DC conversion in a smartphone, achieving
a 19% reduction in power. In [2], an efficient nonlinear
optimization strategy is described for minimizing the number
of on-chip low-dropout regulators and the supply voltage to
maximize power efficiency. A more high-level study of power
regulation is presented in [3], where an efficient placement
methodology of switching and low dropout regulators is
discussed, achieving a heterogeneous power delivery system
with up to 93% efficiency. Decoupling capacitor placement is
another topic related to power network optimization. In [4], a
distributed power delivery system with decoupling capacitors
is optimized, achieving a 45.2% reduction in voltage drop. In
[5], a link breaking methodology is proposed that sacrifices
power quality of the least sensitive circuits while increasing
the maximum operating frequency and reducing noise at the
most sensitive nodes by placing decoupling capacitors in close
proximity.

Although on-chip power delivery is a well researched prob-
lem, a significant omission in the literature is the almost
exclusive focus on only optimizing the electrical parame-
ters, only indirectly addressing external metrics. For example,
manufacturing cost is an important external metric during
the circuit design process. The work described in this paper
closes this gap by proposing a methodology to optimize
the power network during early stages of the development
process, considering both external non-electrical and electrical
parameters. The rest of the paper is organized as follows.
The primary steps of the proposed optimization framework
are described in Section II. An example of power network
cost optimization which considers power consumption, power
quality, and clock frequency constraints is described in Section
III. The advantages and challenges of the proposed approach
are discussed in Section IV. In Section V, a summary of this
paper is provided.

II. OPTIMIZATION PROCEDURE

The power delivery network is a complex system for deliv-
ering a constant voltage to a vast number of time dependent
loads. A simplified power network design process is shown
in Fig. 1 [6]. During the preliminary analysis stage, rough
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Fig. 1. Flow of power network design process [6]

estimates of the primary power network parameters such as the
current consumption of the circuit blocks and wire pitch are
determined. Design exploration at this stage has the highest
degree of flexibility, as most of the design characteristics
such as the location of the circuit blocks are undecided. The
decisions however are complicated by the lack of accurate
power network parameters. During the next design step, a
floorplan of the system is determined, allowing certain pa-
rameters to be extracted with higher accuracy. For example,
knowing the relative location of the circuit blocks allows the
length of the global interconnects to be determined. Although
fixing the parameters at this stage makes the power network
design process less flexible, the increased accuracy improves
the quality of the analysis and exploration process. At later
stages of the power network design process, the layout of the
system is determined. Accurate circuit parameters are available
and only minor local changes are possible.

The framework proposed in this paper is best suited for
the preliminary and floor-based analysis stages, where major
changes to the circuit topology and system architecture can be
made to enhance the performance of the power network. The
optimization procedure is summarized in Fig. 2. The power
delivery network is initially analyzed to estimate the appropri-
ate design parameters and identify degrees of freedom. Along
with the design specifications, the optimization functions are
generated using estimated data and passed to the optimization
algorithm.

A general optimization problem can be described as

xopt = minf(x), subject to c(x) ≤ 0, (1)

where x is a vector of parameters, xopt is a vector with
corresponding optimal parameters, f(x) is the objective func-
tion, and c(x) is a vector of constraint functions. Formulating
the power delivery design problem as in (1) enables the use
of general optimization methods to determine the optimal
parameters. Formulation of the power network optimization
problem begins with identifying those variables that provide
design freedom and form the vector x in (1). Examples of
variable parameters in the power network design process are

Fig. 2. Flow of system parameter optimization process

the number and size of the decoupling capacitors, while the
ball grid array and controlled collapse chip connection pitches
at printed circuit board (PCB) and package levels are typically
fixed.

The primary purpose of parameter estimation is evaluat-
ing the relevant design metrics. Two types of metrics are
identified: electrical and non-electrical. The electrical metrics
require circuit simulation using the estimated parameters and
include power quality, total power, and voltage droop. To
evaluate these metrics, an interface between the optimization
tool (MATLAB Optimization toolbox [7]) and simulation tool
(HSPICE [8]) has been developed. The second category of
design metrics is non-electrical, and includes area and cost.
These parameters do not typically require circuit simulation
and can be determined from user specified parameters and
functions.

Several design metrics are combined within a single objec-
tive function to be minimized and are denoted as f(x) in (1).
An example of this measure is a weighed sum of maximum
clock frequency and cost. Once developed, the function is
passed to the optimization algorithm, allowing the minimum
value to be determined under specific constraints. For example,
suppose that the power consumption of a particular system
needs to be minimized given frequency and area constraints,
using the wire size and supply voltage as variable parameters.
By applying the optimization algorithm, the supply voltage is
iteratively reduced, making the system slower until the critical
path delays are comparable to the target clock period. The
wire cross section is simultaneously increased to reduce the
impedance and therefore the power loss in the wires until the
area limit is reached. A more complete example of a power
network optimization process is described in Section III.

III. CASE STUDY

A case study is performed to demonstrate the flow of the
proposed method. A typical power network represented by
serially cascaded RL branches and parallel RLC branches is
shown in Fig. 3. The cost is assumed to be minimized, subject
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Fig. 3. Model of 1-D power delivery network with initial parameters

to power consumption, power quality, and frequency require-
ments. In subsection III-A, estimation and classification of the
power network parameters are discussed. In subsection III-
B, the optimization functions are defined. The optimization
procedure and results are described in subsection III-C.

A. Parameter Estimation and Classification

A three-level power network including the PCB, package,
and die levels is considered here. The series resistance and
inductance of the power network are assumed fixed. The on-
die parallel inductance is neglected assuming point-of-load on-
die decoupling capacitors with small inductance [3]. The pro-
file of the load current has been adapted from [9] and shown
in Fig. 4(a). The load current profile models the fluctuations
of the workload during system operation. The supply voltage
is used as a design variable to explore the effects of supply
voltage on system performance. Other controllable parameters
are the number and magnitude of the decoupling capacitors
within the PCB, package, and die levels.

Important tradeoffs can be noted [6]: a higher supply voltage
enhances the speed but significantly increases the power
consumption. Insertion of parallel decoupling capacitances is
a powerful technique for reducing ripple currents since the
high frequency components of the current bypass the load.
Larger decoupling capacitors, however, require significant on-
chip area, leading to greater system cost.

B. Definition of Optimization Functions

The cost of each system level (PCB, package, die) is
assumed to be a function of the physical area which is affected
by the area of the decoupling capacitors. The decoupling
capacitor placement cost Qdie is

Qdie = wdieAdie, (2)

where Adie is the area of the on-chip decoupling capacitor and
wdie [$/m2] is the cost of the unit on-die area. The total cost
of the decoupling capacitors is therefore

Q =
1

ε0

∑
i∈S

wiCidi
εi

, (3)

where S is the set of levels in the system (e.g., PCB, package,
and die), ε0 is the permittivity of free space, Ci is the parallel
plate capacitance at level i, and di and εi are, respectively, the
insulator thickness and relative permittivity at level i.

TABLE I
PARAMETERS OF DECOUPLING CAPACITOR COST

Die Package PCB
Cost per m2, normalized 20.25 4.5 1

Insulator thickness 0.9 nm [10] 12 μm [11] 250 μm [12]
Insulator permittivity 3.9 [10] 4.6 [11] 4.5 [12]

The oxide thickness and dielectric constant are described in
[10]–[12]; however, the cost per area is not as clear. Based on
the review of publicly available cost information [13]–[17], the
cost per unit area of a package is approximately 3 to 6 times
greater than the cost of unit PCB area, and approximately 3
to 10 times lower than the cost of unit die area. To simplify
the cost estimate, the cost per unit area [m2] of a PCB is
normalized to 1, the package area cost is assumed to be 4.5,
and the cost per unit on-die area is assumed to be 20.25, 4.5
times greater than the cost per unit area of the package. The
normalized cost estimates used in this case study are listed in
Table I.

The target constraint metrics are power consumption, power
quality, and speed. The power consumption is directly mea-
sured through simulation, and the corresponding constraint
function is

c1(x) = P − Pmax, (4)

where c1(x) is the initial constraint function, P is the mea-
sured power, and Pmax is the upper bound on the power
consumption. Since the constraint function is negative, (4) en-
sures that the power dissipation does not exceed the maximum
allowable power level.

For frequency, the constraint is

tp,CP ≤ Tmin, (5)

where tp,CP is the propagation delay of the critical path and
Tmin is the lower bound on the clock period. Evaluation of this
metric, however, is computationally expensive and requires
identification of the critical paths and extensive parameter
extraction. In this case, accuracy is sacrificed for higher
computational efficiency. The voltage at the load is, therefore,
used as the speed metric,

c2(x) = Vmin −min(VL(t)), (6)

where VL(t) is the instantaneous voltage at the load, and
Vmin is the minimum voltage to maintain reliable high speed
operation.

The third design constraint is power quality, described as
voltage fluctuations, and is formulated as

c3(x) =
max(VL(t))−min(VL(t))

Vrail
−∆Vmax, (7)

where Vrail is the supply voltage, and ∆Vmax is the maximum
allowed fluctuation. The optimization constraints are listed in
columns two and three of Table II.

C. Optimization Results

The Interior Point Algorithm, part of MATLAB Optimiza-
tion Toolbox [7] and HSPICE [8], is used in this case study.
The optimization functions, circuit parameters, and external
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Fig. 4. Waveform of power network, a) load current adapted from [9], and
b) load voltage with initial and optimized parameters

parameters are inputs to the optimization algorithm. The
optimization procedure has been run on an Intel Core i7-6700
3.40 GHz 8-core computer using different initial conditions to
avoid any local minima. The initial parameters that produce
the lowest cost under specified constraints are listed in column
four of Table II.

The optimization process is completed in 28 seconds, re-
quiring 66 function evaluations to converge. The load voltage
waveforms are shown in Fig. 4(b). The power network ini-
tially exhibits an underdamped response, resulting in relatively
large droops and overshoots. After optimization, the voltage
fluctuations are reduced in the optimized power network by
choosing an appropriate decoupling capacitor. The reduction
in the load voltage fluctuations allows the supply voltage to
be scaled since fluctuations are less likely to drop below the
minimum allowed level. Reducing the supply voltage, in turn,
leads to lower power dissipation.

The optimization results are listed in column five of Table II.
As compared to the initial suboptimal parameters, the cost has
decreased by almost 15% from 0.317 to 0.270. The initial
parameters do not satisfy the power dissipation and load
voltage constraints. A 38.6% reduction in power consumption
is achieved, from 10.6 watts to 6.51 watts. Most of the
reduction in power originates from the reduced supply voltage,
from 5 volts to 3.09 volts. In addition, a 53% decrease in
fluctuations is achieved, from 19.3% to 9.07%. As a result, the
optimized parameters satisfy the target requirements, including
the power and voltage constraints.

IV. DISCUSSION

This case study demonstrates the potential of the proposed
tool. Given design specifications and estimated parameters, the
power network design process is formulated as a nonlinear

TABLE II
OPTIMIZATION CONSTRAINTS, WITH INITIAL AND OPTIMAL PARAMETERS

Lower Upper Initial Optimized
Parameter/Metric Bound Bound Value Value
Supply voltage 1.4 volts 10.0 volts 5.0 volts 3.09 volts

PCB decap 25.0 nF 10.0 μF 5.00 μF 2.71 μF
Package decap 50.0 pF 100 nF 50.0 nF 9.77 nF

Die decap 2.00 pF 10.0 nF 5.00 nF 9.32 nF
Minimum

load voltage 1.40 volts — 2.96 volts 2.94 volts
Power dissipation — 10.0 watts 10.6 watts 6.51 watts

Load voltage — 10.0% 19.3% 9.07%
Normalized cost — — 0.317 0.270

optimization problem solved using fast and robust algorithms.
The primary advantage of the proposed method is the flexibil-
ity in the choice of parameters and functions. This approach
constructs optimization functions using a combination of elec-
trical and external parameters to achieve a more comprehen-
sive power network analysis process. Another advantage of
this procedure is the ability to handle any circuit topology.
Arbitrarily complex circuits can be analyzed given ample
computational time. Finally, the speed of the algorithm is
controlled by adjustable tolerances, offering a tradeoff between
accuracy and computational efficiency.

Several limitations of the proposed framework exist. To
evaluate the external metric, a function for that metric needs
to be provided, requiring appropriate assumptions. Another
limitation of the proposed methodology is the dependence on
simulation time. With a significant increase in the number of
nodes and tightening of the constraints, the optimization time
may dramatically increase. More efficient circuit solvers, such
as [18], may improve the simulation time by several orders of
magnitude. Finally, the quality of the results depends upon the
initial values and the optimization algorithm. If the objective
function exhibits many local minima, the optimization algo-
rithm may produce a suboptimal solution. The optimization
method and initial values, therefore, need to be carefully
chosen.

V. CONCLUSIONS

A flexible procedure and framework for early power de-
livery design exploration is presented in this paper. The
framework supports power delivery optimization, including
both electrical and external parameters. The advantages of
the method include versatility of application and flexibility
in circuit topology. The limitations include the dependence
on the simulation engine and the need for external parameter
estimation. With these methods, a more comprehensive power
network analysis process is produced. The validity of the
method is demonstrated by a case study, where the cost
of the power delivery network is reduced by 15% while
achieving target power consumption and voltage fluctuation
requirements.
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